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ABSTRACT
Despite significant investments in access network infrastruc-
ture, universal access to high-quality Internet connectivity
remains a challenge. Policymakers often rely on large-scale,
crowdsourced measurement datasets to assess the distribu-
tion of access network performance across geographic areas.
These decisions typically rest on the assumption that Internet
performance is uniformlydistributedwithinpredefined social
boundaries, such as zip codes, census tracts, or community
areas. However, this assumption may not be valid for two
reasons: (1) crowdsourced measurements often exhibit non-
uniform sampling densities within geographic areas; and (2)
predefined social boundaries may not align with the actual
boundaries of Internet infrastructure.
In this paper, we model Internet performance as a spatial

process. We apply and evaluate a series of statistical tech-
niques to: (1) aggregate Internet performance over a geo-
graphic region; (2) overlay interpolated maps with various
samplingboundary choices; and (3) spatially cluster boundary
units to identify areas with similar performance characteris-
tics.We evaluated the effectiveness of these using a 17-month-
long crowdsourced dataset from Ookla Speedtest. We evalu-
ate several leading interpolation methods at varying spatial
scales. Further, we examine the similarity between the result-
ing boundaries for smaller realizations of the dataset. Our
findings suggest that our combination of techniques achieves
a 56% gain in similarity score over traditional methods that
rely on aggregates over rawmeasurement values for perfor-
mance summarization. Our work highlights an urgent need
for more sophisticated strategies in understanding and ad-
dressing Internet access disparities.

1 INTRODUCTION
Measuring the performance of Internet access networks is
important for understanding the quality of service offered

to users by ISPs [11] and identifying access gaps in Inter-
net performance in both urban and rural areas [20, 36]. Over
the past few decades, there have been significant advance-
ments in measuring access network performance, both in
terms of novel measurement infrastructure [2, 19, 39], and
analysis techniques [8, 31, 40, 41]. These advancements have
primarily been focused towards the performance of a single
access link, using metrics such as throughput, latency, jitter,
and packet loss. In the present day, the Measurement Lab
(M-Lab) [1] and Ookla Speedtest [3] datasets are the most
widely used for understanding Internet performance of an
access link. Their growing prevalence has also enabled re-
searchers to use these datasets to ask a broader set of ques-
tions [7, 16, 24, 29]. A question of significant recent interest,
especially for specific social and policy-related questions, is
understanding the distribution of Internet performance over a
geography [11, 21, 26, 34]. However, there remain significant
challenges in understanding how to bridge the gap between
point measurements and regional summaries given uneven
distributions of crowdsourced measurement datasets.

Both the M-Lab and Ookla datasets produce crowdsourced
“point” measurements from a subset of Internet users over a
givengeography.Thesemeasurements areoften concentrated
irregularly over space, and are recorded when a user decides
to run a speed test for multiple reasons. It thus becomes nec-
essary to understand how these small, self-selected samples
can be used to make generalizations about Internet perfor-
mance for the entire resident population. A key challenge
towards this goal is to identify the boundaries in which Inter-
net performance can be sampled, and themethods that can be
used to summarize these point measurements over a geogra-
phy (in other words, “over space”). Additionally, the extent of
noise associatedwith a singlemeasurement can be significant
due to many factors such as the testing infrastructure, access
media, and client’s hardware or software platform [22, 28].
It is therefore necessary to also understand the extent and
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the spatial granularity up to which these measurements can
be de-noised, and aggregated to form conclusions about the
performance of the network over a specific geography.

Prior work has approached these questions with a focus on
understanding the distribution of Internet performance over
conventional boundaries such as zip codes, census tracts, or
communityareas [17, 20, 27, 31, 33].These studieshave shown
that there is significant variation in Internet performance
over these boundaries [33], and have used this information to
identify areas that may need additional policy interventions.
However, these approaches suffer froma few important limita-
tions. First, the use of aggregatemeasures such asmedian and
inter-quantile range (IQR) [27, 33] on point measurements
directly assumes that the data is uniformly distributed across
the geographic boundary. In reality, these measurements are
often clustered in some portions of the space and dispersed in
others [20], addressing which involves careful point-pattern
analysis. Second, there is a lack of studies that compare the ac-
curacy of prior modelling techniques [17, 20] in summarizing
Internet performance over a geography. Finally, correlating
Internet performance with population measures such as me-
dian income and population density [17, 27, 31] using existing
social boundaries may not be accurate due to imperfect align-
ment with infrastructure boundaries.

Our work aims to address these concerns by applying and
comparing a new combination of statistical techniques to
aggregate point measurements over a geography with stable
sampling boundaries, that is, boundaries that do not change
when subject to variations in theunderlyingdata.Weevaluate
these techniques on the basis of their ability to predict latency
for in-sample measurements in five zip codes in Chicago we
have sampled more densely. These techniques allow us to in-
terpolate to synthetic, out-of-sample locations for areas that
are otherwise unsampled in crowdsourced datasets. We use
this capability to summarize latency within small, polygonal
tessellations of varying resolutions, as well as community
area boundaries within Chicago. Further, we cluster these
smaller units to discover the edges of sampling boundaries.
To evaluate the goodness of the resulting clusters,wemeasure
the stability of these boundaries using the Jaccard similarity
between samples drawn from the interpolated dataset. We
show that these techniques achieve a median pairwise Jac-
card similarity score of 99%, which provides a 56% gain over
computing raw averages for community area boundaries. Our
work makes the following contributions:
• We apply existing spatial interpolation techniques on a

crowdsourced measurement dataset to summarize latency
over a city. Our findings suggest that the precision of these
techniques in interpolating latency improves with an in-
crease in spatial resolution (Section 4).

• We extend these approaches to discover sampling bound-
aries that are stable acrossmultiple samples drawn from the

same dataset. We show that these boundaries provide a sig-
nificant stability gain over those obtained after employing
raw averages for performance summarization (Section 5).

• We discuss how network operators and regulators can use
our combination of techniques to identify areas with sim-
ilar latency characteristics to plan investment and policy
interventions (Section 5).

• Weopen-source our code and datasets containing proposed
sampling boundaries in a major US city. We also release a
dataset quantifying our latency estimates over these bound-
aries for future research.1

2 BACKGROUND&RELATEDWORK
Avariety of approaches can be employed towards discovering
boundaries for sampling Internet performance in a region.
One approach is to directly use network availability data from
ISPs and align performance sampling boundaries with accu-
rate coverage maps. The accuracy of these maps has come
under scrutiny in recent times [37],whichhas given rise to the
BEAD challenge process [23]. We acknowledge that the con-
struction of accurate coverage maps is an ongoing process, so
relying on this approachmay be premature at the time ofwrit-
ing. A second approach could be to leverage crowdsourced
measurement data from speed test providers like Ookla or M-
Lab to statistically infer sampling boundaries.Akey challenge
to this approach is the under-representation of areas with ac-
cess gaps, or areaswhere users are less likely to conduct speed
tests. For ensuring reliability, it is thus important to adopt
techniques that accurately estimate Internet performance in
sparsely sampled areas. In this work, we adopt the second
approach. To address the sparsity challenge, we consider the
application and evaluation of existing spatial interpolation
techniques in the context of Internet measurement data. Fi-
nally, we explore the use of a spatial clustering technique to
identify areas with similar Internet performance characteris-
tics.We next provide an overview of relevant spatial statistics
literature.

2.1 Spatial Interpolation
Spatial Interpolation is a common class of techniques used to
minimize noise in geographically sampled data and capture
the underlying spatial structure. These techniques are often
used to estimate a spatial variable of interest in areas which
are sparsely sampled. Spatial Interpolation techniques can
be broadly classified into two subcategories: deterministic
and stochastic. Deterministic techniques assume that the un-
derlying spatial process is static and smooth over space. The
outcome of applying these techniques is often a surface that
provides an estimate of the target variable over a region. A

1The artifacts will be made available post peer-review.
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few examples of deterministic techniques include Inverse Dis-
tance Weighting (IDW) [35], Kriging [12], LOESS [10], and
Self-tuning Bandwidth in Kernel Regression (STBKR) [20].
Stochastic techniques, on the other hand, assume that the
underlying spatial process is discontinuous and has random
trends along the geography. A few examples of stochastic
techniques include Gaussian Processes [4], Random Forests
[32], and Neural Networks [30]. Exploring a wide range of
interpolation techniques is beyond our current scope, so we
focus mainly on deterministic techniques in this paper. We
chose deterministic techniques because prior work has ap-
plied them on crowdsourced speed test data [20, 36, 38]. In
Section 4, we complement these studies with an empirical
comparison and demonstrate how their accuracy may be im-
pacted by the size of the sampled geography. We particularly
use IDW, LOESS and STBKR for comparisons and extension.
We find very few studies with a notable use of spatial in-

terpolation in prior Internet measurement literature. The
LOESS technique has been used in some spatial applications
in astronomy [10], but not in the context of Internet perfor-
mance. IDWfound its use in Sommers et al. [36] to understand
the spatial distribution of cellular andWi-Fi performance in
metro areas. They observed a degradation in performance
as one moves further away frommetro areas. Stuyvesant et
al. [38] used Kriging to estimate the spatial distribution of
broadband speeds in Michigan. Jiang et al. [20] proposed the
STBKR technique but applied it on cellular speed test data.
Ourwork differs from these studies in that it focuses primarily
on latency measurements, and that it conducts a comparison
between interpolation methods at varying spatial scales.

2.2 Spatial Clustering
Spatial clustering involves the process of grouping similar
data points together based on their spatial proximity, or some-
times another attribute of interest. Common spatial clustering
algorithms includeK-Means,DBSCAN,andHierarchicalClus-
tering. The output of applying these algorithms on spatial
data is a set of clusters, which may or may not be contiguous
in space. A specific form of spatial clustering is regionaliza-
tion, also known as spatially constrained clustering. Clusters
formed using regionalization are contiguous in space. Com-
mon regionalization algorithms include Automatic Zoning
Procedure (AZP) [5], the Max-P algorithm [13], and Spatial
‘K’lusterAnalysis byTree EdgeRemoval (SKATER) [6]. In this
work, we consider the use of regionalization in identifying ar-
easwithsimilar Internetperformance inacitywidegeography.
Our analysis is limited to regionalization techniques because
of our prior assumptions about Internet infrastructure. In-
ternet infrastructure is often laid out in contiguous regions,
implying that areas with similar Internet performance are
likely to be contiguous as well.We use the SKATER algorithm

to identify such regions because of its graph-based method-
ology, which resembles the underlying structure of Internet
infrastructure.

3 METHODS
This section describes our analysis methodology in detail. We
first discuss the choice of our dataset and the preprocessing
steps applied to it. Then, we describe the overall approach
to combining spatial analysis techniques for discovering the
proposed sampling boundaries. Finally, we discuss the evalu-
ation metrics used to compare interpolation techniques and
the quality of our boundaries.

3.1 Analysis Scope
3.1.1 Choice of dataset. We use the Ookla dataset [25] for
our analysis as it is the largest crowdsourced measurement
dataset for access network performance in the present day.
As opposed to the M-Lab dataset, Ookla provides access to a
greater number of geolocations with higher accuracy, which
is crucial for spatial analysis. Ookla uses a combination of
GPS and IP geolocation to triangulate a user. We found a
lack of availability of an accuracy measure for the geolocated
measurements,which renders thesemeasurements unreliable
forahigh-resolutionspatial analysis. So,wechoose to focuson
GPSgeolocatedmeasurements for our analysis.Weconducted
our analyses for the city of Chicago because (1) it provided us
the second-largest overall sample size at a city level, and (2)
it is a city with a well documented history of sampling bias
across its subdivisions [31, 33].

3.1.2 Choice of performance metric. We use latency as our
primary metric for spatial analysis because it is often consid-
ered a better proxy for end-user quality of experience (QoE)
than metrics such as throughput or packet loss [9]. A higher
latency can lead to increased buffering times for real-time
applications such as video streaming, video conferencing and
online gaming. Additionally, latency can allow us to compare
performance across different access technologies such asDSL,
Fiber and Cable. Throughput, on the other hand, is often im-
pacted by factors such as the speed tier of the user and the
number of users on the network at a given time, which may
skew our results. Finally, any sampling boundaries discov-
ered using latency can help network operators and regulators
identify regions with suboptimal user satisfaction levels from
Internet services. This may further help in devising relevant
policy interventions for improving Internet performance in
these regions.

3.2 Data Preprocessing
TheOokladataset containsa large repositoryof crowdsourced
measurements. These measurements are collected using the
Speedtest application, which is available across a wide range



Taveesh Sharma, Paul Schmitt, Francesco Bronzino, Nick Feamster, and Nicole P. Marwell

Filtering step Description Before count After count Percentage reduction

❶ Extract Chicago measurements 76,414,601 5,924,004 92.25%
❷ Extract Comcast measurements 5,924,004 1,066,213 82.0 %
❸ Filter outWeb measurements 1,066,213 579,747 45.63%
❹ Filter out Ethernet measurements 579,747 541,150 6.66%
❺ Filter out GeoIP measurements 541,150 407,638 24.67%
❻ Filter out inaccurate geolocations 407,638 375,132 7.97%
❼ Filter out distant target servers 375,132 361,151 3.73%
❽ Filter out suboptimal target servers 361,151 360,126 0.28%

Table 1: A summary of the filtering steps applied to our initial sample of Ooklameasurements.

of users, platforms and devices. Given the large scale of this
dataset, it is crucial to apply a series of filtering steps tonarrow
down our focus on a subset of measurements that are likely
to provide insights into the geographic variations in latency,
without being affected by noise.

In this section, we thus describe a series of filtering steps
applied to our initial sample of Ookla measurements. These
steps are different from spatial interpolation/de-noising as
they are applied to the raw data before performing any spa-
tial analysis. Interpolation, on the other hand, allowed us to
capture the geographical trends in the data by aggregating
measurements in high resolution spatial bins.
Our initial sample consisted of 76,414,601 measurements

from the Ookla dataset, collected over a period of 17 months.
❶ We focus on 7.75% of these measurements that originated
from Chicago because this city provided a large sample size,
has a rich set of demographics, and there is evidence for con-
siderable sampling bias across its subdivisions. ❷ Further, we
only consider measurements conducted by users subscribing
to Comcast because it was observed to be the largest fixed line
ISP in the city in terms of number ofmeasurements. Our focus
in this paper is only on fixed line ISPs because users are more
likely to consumepopular high-bandwidth services over fixed
line networks. Additionally, we expected fixed line ISPs to
offer a superior spatial correlation compared to mobile ISPs,
which are more likely to be affected by the design of cellular
networks. A single Packet Data Network Gateway (P-GW)
is expected to serve large urban areas for cellular networks,
which may bias the spatial correlation calculations. ❸ Next,
we filter out measurements that are conducted over Ookla’s
web portal, as these measurements did not allow us to discern
between the testing device’s platform for contextualizing our
results. ❹ We also filter out measurements conducted over
Ethernet connections because we found them to have about
a 1:14 ratio of coverage compared to WiFi connections. We
defer the evaluation of sensitivity of our approach to inclu-
sion of Ethernet measurements as future work. ❺ Next, we
filter out all IP geolocated measurements due to their lack

of reliability for high resolution spatial analysis. ❻ We filter
out measurements that had a higher than 200 meters location
error associated with them.We expect most cable nodes to be
situated about a few hundred meters away from a serviceable
location, so locations that breach this range may not provide
us accurate information. ❼ Next, we filter out measurements
conducted against servers that are not located near Chicago.
This is done becausemostContentDeliveryNetworks (CDNs)
tend to deploy their content caches close to end users [18]
for achieving low latencies. This choice therefore allows us
to get a close estimate of typical latencies experienced by
user-facing applications. ❽ Finally, we use a heuristic to filter
out measurements destined to servers that are located near
Chicago but likely reported higher than typical latencies ob-
served across all measurements. Figure 1 shows the overall as
well as per-server distribution of latency for measurements
conducted in Chicago. We observe that the distribution for
most of the servers was clustered around the overall distri-
bution. However, a few servers reported higher than typical
latencies, likely due to misconfigurations or their distant lo-
cations. We filter out these servers on the criterion that their
median latency was higher than 17 ms, which is equivalent
to the 85𝑡ℎ percentile of the overall latency distribution.

Applying these filters resulted in a final sample that primar-
ily consisted of latency measurements from iOS and Android
users across Comcast users in Chicago.We evaluate the sensi-
tivity of our methods across these user groups in subsequent
sections of the paper. As an additional consideration, we ana-
lyzed the age of GPS locations in the final sample. Across our
17-month sample,we found the 95𝑡ℎ percentile location age to
be about 43 seconds across all measurements, indicating that
most locations were reasonably recent. Table 1 summarizes
the measurement counts before and after applying the above
filters to our initial sample. Most reduction in the dataset size
occurs at the initial filtering steps, which is expected because
we are focusing on a specific geography and ISP. We believe
that the final sample is representative of the population of
users for a major ISP in a large US city, and is thus suitable
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Figure 1: A distribution of latency for measurements
conducted against servers located near Chicago. The
black line represents the overall latency distribution.
The blue lines represent latency distributions for indi-
vidual servers.Thedashed line representsour threshold
of 17ms for filtering out suboptimal servers using their
median latencies.

for our analysis. We defer the evaluation of sensitivity of our
approach to the inclusion of other ISPs and cities as future
work. We summarize basic descriptive statistics for the final
sample in Table 2.

3.3 Analysis Approach
Motivated by the present unreliability of the current FCC
coverage maps, our analysis aims to discover statistical sam-
pling boundaries for latency over Chicago. Given the variable
sampling density of measurements over the geography, an
important first step is to develop a uniform surface model of
latency values. Such a model not only allows us to estimate
latency at unsampled locations, but also ensures that our
conclusions do not suffer from biases arising due to uneven
sampling densities. We do so by applying spatial interpola-
tion techniques. Before proceeding with a citywide interpo-
lation, it is necessary to evaluate interpolation performance
in predicting latency at in-sample locations, and quantify the
dependence of their accuracy on the size of the geography.
A larger geography is expected to contain a greater num-
ber of measurements. The aggregation of a greater number
of measurements, in turn, is prone to greater noise. An un-
derstanding of the accuracy-resolution dependence is thus
critical to drive the decision of picking the right resolution,
without significantly trading off accuracy. Upon interpolating
to a citywide map, it is important to determine which spatial
units can be used to aggregate latency for a stable clustering,
and how they impact our conclusions regarding latency. We
thus perform overlays of the interpolated map with different
spatial units, and aggregate latencywithin these units. Finally,
weuse SKATER regionalization, a spatial clustering algorithm

Descriptive Value

Measurement Duration Jan 2022 – Jun 2023
# Measurements 352,890
# iOSMeasurements 263,098
# Android Measurements 89,792
# distinct vantage points (VP) 55,526
Median # samples per VP 2
# target servers 38

Table 2: Basic descriptives of the final sample of Ookla
measurements.

that preserves contiguity, to identify regions with similar la-
tency characteristics. Figure 2 shows an analysis approach
that incorporates these design goals. Next, we describe some
key aspects of our analysis approach below.

3.3.1 Interpolation (Sampling Unit Choice). For spatial inter-
polation, we compare three interpolation techniques under
different sampling resolutions. To control for the sampling
resolution, we choose to tessellate the geographic map into
hexagons of adjustable sizes. This choice was made because
hexagons have the highest perimeter-to-area ratio among
regular polygons, which allows them to tessellate the map
with minimal overlap. The Federal Communication Commis-
sion (FCC) commonly uses the H3 tessellation system [15] to
map broadband availability across the United States. H3 is a
hierarchical geospatial indexing systemwidely used in real-
time applications such as taxi demand forecasting and urban
planning. These hexagons can be constructed at 16 different
resolutions ranging from 0 to 15, with a higher resolution
representing hexagons of smaller edge lengths. The FCC uses
a resolution of 8 for their broadband availability maps. We
also experiment with 6, 7, 9 and 10 to evaluate the sensitivity
of our results to the choice of resolution.

3.3.2 Interpolation (Evaluation Criteria). To evaluate the in-
terpolation accuracy of the three methods, we use a 5-fold
cross validation. In each iteration, we leave out 20% of the
data as a test set and interpolate using the remaining 80% of
the data. We calculate the Root Mean Squared Error (RMSE)
between the interpolated and ground-truth latency values at
a cell-level. We use RMSE as our evaluation metric because
it is sensitive to outliers and is a common choice for spatial
interpolation problems [42]. Our evaluation is limited to cell-
level estimates because of the assumption that point-level
estimatesmay be significantly affected by noise due to human
factors such as individual load patterns or suboptimal access
equipment.Aggregation into hexagonal cells thus allowsus to
capture the underlying spatial patterns in latency for nearby
users that may share infrastructure. In Section 4, we analyze
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Figure 2: Overview of our analysis approach. First, we construct an interpolatedmap of the region. Then, we use this
map to perform spatial clustering.

the distribution of RMSE values across different resolutions
and interpolation methods.

3.3.3 Regionalization (Data Preparation). To perform region-
alization, we first interpolate latency measurements over the
complete geography of Chicago. The target points for inter-
polation are chosen to be grid points spread across the city
at a regular spacing of 100 meters. This choice was made to
ensure that the interpolatedmapwas continuous and smooth,
which allows an unbiased calculation of latency aggregates
such as averages and percentiles. Further, we overlay the in-
terpolated map with a hexagonal tessellation of resolution 8
over Chicago. For our clustering metric, we select the mean
latency in each hexagonal cell. Mean latency is chosen be-
cause it helps smooth out any local fluctuations within the
cells that may arise due to user behavior or random noise.
Finally, we use SKATER to perform spatial clustering on the
cells to identify regions with similar latency characteristics.

3.3.4 Regionalization (Evaluation Criteria). In addition to vi-
sual comparisons,we use two empirical criteria for evaluating
the quality of the resulting clusters. Our primary criteria is
the Jaccard Similarity Index between clusters obtained using
smaller samples drawn from the dataset. This choice is rea-
sonable because it allows us to evaluate whether the clusters
obtained using our approach were consistent, and whether
there aremerits to conducting prior interpolation to bring out
spatial trends in latency. Wemake these comparisons across
three different scenarios: (1) using rawmeasurements with
existing units, (2) using interpolated measurements with ex-
isting spatial units, and (3) using interpolated measurements
with the hexagonal tessellation. Our secondary criteria is the
within-cluster tobetween-clustervariance ratioof latency.We
used this ratio to determine the optimal SKATER parameters
while assessing the homogeneity of the resulting clusters.

4 INTERPOLATION

Summary of findings

• The precision of interpolation techniques improves
as the sampling resolution increases. But we lose
reliability in our estimates at finer resolutions due
to fewer data points and users. We suggest that a
resolution of 8 may help achieve a balance between
precision and reliability.

• LOESS, a regression based technique, shows invalid
predictions (≤ 0 ms) for a fraction of points at fine
resolutions due to potential under-fitting. This sug-
gests that the accuracy of this method is dependent
on the number of data points available for interpo-
lation.

• STBKR and IDW use a weighted average of nearby
measurements to estimate latency. Both these tech-
niques showed lower errors compared to LOESS at
higher resolutions (9 and 10), indicating that they
may be better suited formore confined geographies
with fewer data points.

In this section, we formally introduce the interpolation
problem and the chosen techniques – LOESS, STBKR and
IDW. Finally, we present an empirical comparison of the three
techniques in estimating latencies at unsampled locations in
the Ookla dataset.

4.1 Problem Formulation & Techniques
Assume that we are given 𝑛 observed locations with latency
values 𝑧𝑖 at locations (𝑥𝑖 , 𝑦𝑖 ), 𝑖 = 1, 2, . . . , 𝑛, and we are inter-
ested in estimating the latency 𝑧 at an unmeasured location
(𝑥,𝑦). Let 𝑍 (𝑥,𝑦) denote the random variable representing
the latencyvalue at location (𝑥,𝑦).Weare interested inobtain-
ing an estimate𝑍 (𝑥,𝑦) for𝑍 (𝑥,𝑦) at (𝑥,𝑦). We describe three
ofmany techniques to calculate𝑍 (𝑥,𝑦) below.We summarize
the three chosen interpolation methods and their parameters
in Table 3.
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InterpolationMethod Description Parameters

Inverse DistanceWeighting
(IDW)

Computes weighted average of nearby measure-
ments in proportion to their relative distance from
an unsampled location.

𝑝 (Impact of distance on weights)

Locally Estimated Scatter-
plot Smoothing (LOESS)

Fits local regression lines to de-noise latency across
space.

𝑠𝑝𝑎𝑛 (Proportion of data points for
regression)

Self-tuning Bandwidth in
Kernel Regression (STBKR)

Computes weighted averages of nearby measure-
ments as estimates for unsampled locations using
a Gaussian Kernel that models point densities.

𝑐 (Controls bandwidth of the kernel),
𝑘 (Number of nearest neighbors)

Table 3: A summary of chosen interpolationmethods and their parameters.

4.1.1 InverseDistanceWeighting (IDW). IDWassignsweights
to each nearby data point based on its distance from an un-
sampled location. It uses these weights to calculate a linear
combination of nearby values as an estimate of the targetmet-
ric at an unsampled location. The relationship between the
similarity of nearby data points and their distance is assumed
to be inverse in nature. The IDW estimate𝑍 (𝑥,𝑦) at location
(𝑥,𝑦) is given by:

𝑍 (𝑥,𝑦) =

∑𝑛
𝑖=1

𝑧𝑖

𝑑
𝑝

𝑖∑𝑛
𝑖=1

1
𝑑
𝑝

𝑖

where 𝑑𝑖 is the Euclidean distance between the target lo-
cation (𝑥,𝑦) and the 𝑖𝑡ℎ data point (𝑥𝑖 , 𝑦𝑖 ), and 𝑝 ≥ 1 is a
parameter used to control the influence of nearby points. A
higher value of 𝑝 indicates a greater influence.

4.1.2 LocallyEstimatedScatterplotSmoothing (LOESS). LOESS
[10] isanon-parametric regressiontechnique thatfitsasmooth
curve to a scatterplot of data points. By fitting a set of local
polynomials to the spatial data, it smoothes any discontinu-
ities and effectively captures the underlying spatial patterns.
LOESS uses a smoothing parameter 𝛼 , commonly known as
the span, to control the extent of smoothing. It assignsweights
to the nearby data points (𝑥𝑖 , 𝑦𝑖 ) depending on their distance
from an unsampled location (𝑥,𝑦) using a Tri-cube Kernel.
The weights,𝑤 ((𝑥,𝑦), (𝑥𝑖 , 𝑦𝑖 )) are given by:


(
1 −

(
∥ (𝑥𝑖 ,𝑦𝑖 )−(𝑥,𝑦) ∥

ℎ

)3
)3

if ∥(𝑥𝑖 , 𝑦𝑖 ) − (𝑥,𝑦)∥ ≤ ℎ,

0 otherwise

The bandwidth of the Kernel ℎ is set in such a way that
approximately 𝛼 × 𝑛 neighbors are included in each local re-
gression,where𝑛 is the total number of data points. ∥(𝑥𝑖 , 𝑦𝑖 )−
(𝑥,𝑦)∥ denotes the Euclidean distance between a sampled

and an unsampled location. The final estimate 𝑍 (𝑥,𝑦) at lo-
cation (𝑥,𝑦) is given by 𝑍 (𝑥,𝑦) = 𝛽0 + 𝛽1𝑥 + 𝛽2𝑦. The coef-
ficients 𝛽 (𝑥,𝑦) = {𝛽0, 𝛽1, 𝛽2} are determined by minimizing
the weighted sum of squared residuals, akin to traditional
regression methods:

𝛽 (𝑥,𝑦) = arg min
𝛽

𝑛∑︁
𝑖=1

𝑤 ((𝑥,𝑦), (𝑥𝑖 , 𝑦𝑖 )) (𝑧𝑖 − 𝑍 (𝑥𝑖 , 𝑦𝑖 ))2

It is worth noting that the above formulation uses a linear
polynomial. It is possible to use higher-order polynomials to
fit the data, though this may lead to overfitting. In our work,
we restrict the scope to linear polynomials due to their low
complexity and high interpretability.

4.1.3 Self-tuning Bandwidth in Kernel Regression (STBKR).
The STBKR technique proposed in Jiang et al. [20] uses a
Gaussian Kernel regression method to estimate mobile In-
ternet quality. Their approach allows the bandwidth of the
Kernel to be tuned automatically, depending on the density
of measurements in the local neighborhood of an unsampled
location. The STBKR estimate of𝑍 (𝑥,𝑦) at location (𝑥,𝑦) is
given by:

𝑍 (𝑥,𝑦) =
∑𝑛

𝑖=1 𝐾ℎ (𝑥,𝑦) (∥(𝑥𝑖 , 𝑦𝑖 ) − (𝑥,𝑦)∥) 𝑧𝑖∑𝑛
𝑖=1 𝐾ℎ (𝑥,𝑦) (∥(𝑥𝑖 , 𝑦𝑖 ) − (𝑥,𝑦)∥)

where𝐾ℎ (𝑥,𝑦) is the Gaussian Kernel function with band-

widthℎ, given by𝐾 (𝑢) = 1√
2𝜋ℎ (𝑥,𝑦) 𝑒

− 𝑢2
2ℎ2 (𝑥,𝑦) .

Theadaptivebandwidthℎ(𝑥,𝑦) isgivenbyℎ(𝑥,𝑦) = 𝑐𝑅𝑘 (𝑥,𝑦)2,
where 𝑐 is a parameter to control the bandwidth, and 𝑅𝑘 (𝑥,𝑦)
is the average distance between (𝑥,𝑦) and its 𝑘 nearest neigh-
bors. Parameters𝑐 and𝑘 are both tunedusing cross-validation.

4.2 Parameter Choices
We evaluate the effectiveness of the interpolation procedures
using their ability to handle out-of-sample data. To this end,
we performed a 5-fold cross-validation on the dataset to tune
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Figure 3: Distribution of RMSE values for LOESS, STBKR and IDW across different resolutions for Android and iOS
users. The range of RMSE values decreases as resolution increases.

theparametersof eachmethod.Wehold-out 20%of thedataset
in each fold and invoke the interpolation techniques on the
remaining 80%. We perform LOESS with 𝑠𝑝𝑎𝑛 values chosen
out of 0.1, 0.5, 0.9 and 1. A linear model is chosen for this
purpose because of its computational efficiency and lower
likelihood of overfitting. For STBKR, we varied the number of
nearest neighbors from 5 to 500.We choose a Gaussian kernel
for this method because of its wide range of applications and
ability to capture the underlying spatial distribution of the
data. The 𝑐 parameter for adjusting the kernel bandwidthwas
varied from 10−5 to 103 on a logarithmic scale. For IDW, we
vary the power parameter 𝑝 from 1 to 3 in steps of 1.

4.3 Results
4.3.1 Overall Comparisons. Figures 3a and 3b show the over-
all performance in terms of root mean squared errors (RMSE)
for the three methods across different resolutions and user
groups.Ageneral trendobserved across allmethods is that the
RMSE decreases as the spatial resolution becomes finer. This
suggests that as the granularity of the sampling geography
increases, the precision of the interpolation techniques im-
proves.This is likelybecauseafiner resolutionallows themod-
els to capture more detailed spatial variations and anomalies
that are lost at coarser resolutions. In Figure 3c, we analyze
the percentage drop in RMSE range relative to the previous
resolution value to check if it follows a consistent trend. At
a resolution of 7, all three methods show a similar drop in
range, suggesting that the precision of the three techniques is
comparable at this resolution. However, at higher resolutions,
STBKR and IDW show a greater drop in range compared to
LOESS because of the local regressors generalizing to random
noise or fewer data points. Interestingly, we observe a local
peak for STBKR and IDW at a resolution of 8, indicating a
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Figure 4: Distribution of pairwise separation be-
tween Android and iOSmeasurements in resolution-8
hexagons. Androidmeasurements showed a spike close
to zerometers, indicating a higher density ofmeasure-
ments in certain areas.

significant drop in range from 7 to 8. A resolution of 8 corre-
sponds to a hexagon edge length of 460meters – an area that is
likely to containmeasurement devices with shared infrastruc-
ture nodes. As a result, these measurements are expected to
yield similar latency estimates. STBKRand IDWuseweighted
averages of these measurements, leading to more reliable es-
timates at this resolution, and thus the drop in RMSE range.
Higher resolutions, such as 9 or 10 are expected to have fewer
data points and may encompass only a few users and devices,
leading to higher precision in STBKR and IDW estimates. It
is worth noting that these resolutions may include fewer data
points and users despite a higher precision, leading to a loss
in reliability. We suggest that a resolution of 8 may therefore
help achieve a balance between precision and reliability in
latency estimates. This is also in agreement with the FCC’s
default resolution for availability maps.
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4.3.2 Comparison over user types. Each technique shows
different levels of performance and variability across the plat-
forms. LOESS, in particular, shows higher variability in RMSE
values compared to the other algorithms, as evident from
the larger interquartile ranges and longer whiskers in the
boxplots. This could be indicative of the sensitivity of LOESS
to the underlying noise and data distribution, which may
vary significantly between Android and iOS datasets. In con-
trast, STBKR and IDW appeared more stable and consistent
across different resolutions and platforms, suggesting that
they might be better suited for locations where data consis-
tency and robustness to technique are critical.
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Figure 5: Distribution of interpolated and ground truth
latency for LOESS in resolution-8 hexagons for iOS
users. LOESS produced invalid predictions (≤ 0ms) for
a fraction of points due to potential overfitting.

Interestingly, the RMSE values for iOS are generally higher
than those for Android across most algorithms and resolu-
tions. To investigate these differences further, we looked at
the distribution of the pairwise separation between measure-
ments in each group in Figure 4. We observe a local peak for
Android users close to zero meters, which could be indicative
of a higher density ofmeasurements in certain areas.Measure-
ments clustered together are likely to have similar latencies
due to their proximity to the infrastructure. In contrast, iOS
users show a lower spike compared to Android, which could
indicate measurements more evenly distributed across the
geography and higher RMSE values compared to Android
users.

4.3.3 LOESS Parameter Sensitivity. Figure 5 represents the
distribution of LOESS predictions against the ground truth
for iOS users.We observe that LOESS produces invalid predic-
tions (≤ 0 ms) for a fraction of points regardless of the choice
of 𝑠𝑝𝑎𝑛. This could be indicative of potential overfitting of
the local regressors to the noise in the data. Furthermore, we
notice that hexagonswith a lower sample size showed greater
RMSE values compared to those with a higher sample size.
An additional observation from Figure 5 is that the fraction of
invalid latency measurements reduces as the 𝑠𝑝𝑎𝑛 increases
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(a) Best-case parameters for the hexagonal
cells. Each color denotes different range
combinations of 𝑐 and 𝑘 .
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parameter range combination.

Figure 6: Distribution of best-case parameters and
RMSEforSTBKRinresolution-8hexagons for iOSusers.
We observed themajority of cells to have low 𝑐 and low
𝑘 values. Hexagons with a higher 𝑘 generally assumed
higher RMSE values.

from 0.1 to 1.0. A higher 𝑠𝑝𝑎𝑛 indicates a higher degree of
smoothing due to a greater number of data points for local
regression. This suggests that the accuracy of LOESS is depen-
dent on the number of data points available for interpolation.

4.3.4 STBKR Parameter Sensitivity. Next, we look at the sen-
sitivity of the STBKR approach towards the choice of 𝑐 and
𝑘 . In Figure 6a we show the distribution of 𝑐 and 𝑘 over the
hexagonal cells in the regions of interest. We categorize the 𝑐
and 𝑘 values into different ranges to understand the distribu-
tion of the best-case parameters. We term 𝑐 ≤ 1 as low and
𝑐 > 1 as high. Similarly, we term 𝑘 ≤ 200 as low and 𝑘 > 200
as high. We find that the majority (64%) of the hexagons fall
into the Low𝑐 Low𝑘 range, indicating that a lower smoothing
parameter and a few neighbors are sufficient to achieve lower
interpolation errors across space in reasonably dense regions.
In Figure 6b, we show the distribution of the best-case RMSE
values for each hexagon cell. We observe that the best-case
RMSE values are generally higher for hexagons with a higher
𝑘 irrespective of the 𝑐 value. This suggests that a higher num-
ber of neighbors might not always lead to better estimates.
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4.3.5 IDWParameter Sensitivity. For IDW,we find the RMSE
to be less sensitive to the choice of 𝑝 , with 𝑝 = 1, 𝑝 = 2 and
𝑝 = 3 achieving median RMSE values of 6.42, 6.60 and 6.73
milliseconds respectively at a cell-level. This suggests that
the choice of 𝑝 does not significantly affect the interpolation
accuracy for IDW.We also find IDW to be computationally
intensive because it calculates pairwise distances between
each pair of points without considering a local neighborhood.
Thismay limit the scalability of thismethod to larger datasets.

5 REGIONALIZATION

Summary of findings
• We find the optimal number of clusters to be 𝑁 = 4
for the hexagon cell overlay with a LOESS 𝑠𝑝𝑎𝑛 of
0.075 and the minimum number of clustering units
kept to 50. Thewithin andbetween-cluster variance
for this choice of parameters is found to plateau for
𝑁 > 4.

• We observe significant visual differences between
theclustersobtained fordifferent samplingapproaches,
namely, raw community areas, interpolated com-
munity areas, and interpolated hexagon cells.

• We evaluate the stability of our clusters by measur-
ing the Jaccard similarity between clusterings for
multiple smaller samples of the dataset. Themedian
pairwise Jaccard similarity between these clusters
is found to be 0.96 when we overlaid the city’s map
with hexagons. For community area overlay, we
find a similarity of 0.99 when we use prior inter-
polation, and 0.43 when we use rawmeasurement
aggregates.

To construct the sampling boundaries for Chicago, we first
interpolate latencymeasurements across the citywide geogra-
phy for iOS users. Then, we overlay thesemeasurementswith
two sampling unit choices, namely, neighborhood boundaries
of Chicago and hexagon cells. Finally, we apply SKATERwith
averages calculated within these boundary units as the clus-
tering metric. The outcome of SKATER results in distinct yet
contiguous latency clusters over space.

5.1 Problem Formulation & Technique
The challenge of discovering statistical sampling boundaries
for latency can be restructured as an unsupervised learning
problem. Consider a geographical region Ω and a set of its
partitionsH = {𝐻𝑖 }𝑛𝑖=1. Further, consider a set of latencymea-
surements conducted over the region asX = {𝑥𝑖 }𝑛𝑖=1. Our goal
is to find a set of spatially contiguous clusters C = {𝐶𝑖 }𝑁𝑖=1
such that each cluster𝐶𝑖 is a subset ofH , and the latencies
within each cluster are drawn from a common distribution.

To achieve this, we calculate the mean latency for each par-
tition 𝐻𝑖 as 𝜇𝑖 = 1

|𝐻𝑖 |
∑

𝑥∈𝐻𝑖
𝑥 and assign a feature vector

v𝑖 = [𝜇𝑖 ] to each partition. To calculate the dissimilarity
among the partitions, we consider the use of Euclidean dis-
tance,𝑑 (v𝑖 , v𝑗 ) = ∥v𝑖 − v𝑗 ∥. Using this dissimilarity function,
we apply a spatial clustering algorithm to group the partitions
into 𝑁 clusters. Finally, we define the existence of a sampling
boundary (𝐵) between two partitions of the region Ω as:

𝐵(𝐻𝑖 , 𝐻 𝑗 ) =
{
True, if𝐻𝑖 ∈ 𝐶𝑘 and𝐻 𝑗 ∈ 𝐶𝑙 , with 𝑘 ≠ 𝑙

False, otherwise

Due to the resemblance between the graph-based method-
ology of SKATERwith Internet infrastructure topology, we
use it as our default clustering algorithm. SKATER involves
three main steps. First, it constructs a graph where each node
represents a spatial unit, e.g, a census tract boundary, hexago-
nal units, geographic coordinates of Internet users, or a com-
munity area. The edges between the nodes denote spatial
adjacency, i.e., two nodes are connected if they share a com-
mon boundary. In case of points, the edges are constructed
using a distance threshold. The weights of these edges are
determined using the dissimilarity between the nodes, which
is Euclidean distance in our case. In the second step, SKATER
constructs a Minimum Spanning Tree (MST) from the graph.
AnMST is a tree that connects all the nodes in the graph using
the minimum possible edge weights. The use of MST in this
step ensures a faster runtime, as considering all edges in the
graph is infeasible. In the final step, the MST is iteratively
pruned by removing edges with the highest weights. This re-
sults in a set of connected components, one for each spatially
contiguous cluster. The number and size of the clusters can be
controlled using two parameters,𝑁 and 𝑓 𝑙𝑜𝑜𝑟 .𝑁 denotes the
number of clusters, and 𝑓 𝑙𝑜𝑜𝑟 denotes the minimum number
of nodes in each cluster.

5.2 Results
5.2.1 Parameter Sensitivity. Upon overlaying the interpo-
latedmapwith hexagonal units, we evaluate the sensitivity of
the resulting SKATER clusters to the choice of 𝑁 , 𝑓 𝑙𝑜𝑜𝑟 , and
LOESS𝑠𝑝𝑎𝑛.Weanalyze threedifferentvaluesof 𝑓 𝑙𝑜𝑜𝑟 –50,75
and 95.𝑁 is selected from the range [2, 12] at steps of 1, while
𝑠𝑝𝑎𝑛 is chosen from the set {0.075, 0.1, 0.25}. We evaluate pa-
rameter sensitivity by calculating the ratio of within-cluster
variance (𝑊 ) to the between-cluster variance (𝐵) of latency.
This ratio (𝜌) is given by:

𝜌 =

∑𝑁
𝑖=1

∑𝑛𝑖
𝑗=1 (𝑥𝑖 𝑗 − 𝑥𝑖 )2∑𝑁

𝑖=1 𝑛𝑖 (𝑥𝑖 − 𝑥)2

where𝑁 denotes the total number of clusters,𝑛𝑖 is the num-
ber of hexagon cells in the 𝑖𝑡ℎ cluster,𝑥𝑖 𝑗 is themean latency of
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(a) Sensitivity towards 𝑓 𝑙𝑜𝑜𝑟 at 𝑠𝑝𝑎𝑛 = 0.075. We ob-
tain the lowest 𝜌 for 𝑓 𝑙𝑜𝑜𝑟 = 50.
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0.075, 𝑓 𝑙𝑜𝑜𝑟 = 50 plateaus for 𝑁 > 4.

Figure 7: Parameter sensitivity analysis for 𝑠𝑝𝑎𝑛 = 0.075 and𝑁 in the range [2, 12]. We observe𝑁 = 4 to be optimal for
the choice of 𝑠𝑝𝑎𝑛 = 0.075 and 𝑓 𝑙𝑜𝑜𝑟 = 50.
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Figure 8: Resulting clusters for 𝑁 = 4, 𝑠𝑝𝑎𝑛 = 0.075, and
𝑓 𝑙𝑜𝑜𝑟 = 50 and the distribution of cell-level average
latencies in each cluster.

the 𝑗𝑡ℎ hexagon cell in the 𝑖𝑡ℎ cluster, 𝑥𝑖 is the average latency
of the 𝑖𝑡ℎ cluster, and 𝑥 is the overall average latency. The nu-
merator in this equation is a proxy for the compactness of the
clusters, while the denominator measures the separation be-
tween the clusters.A low𝜌 value indicates that the clusters are
well-separated and compact. Typically, the optimal number of
clusters is chosen at the “elbow” of the 𝜌 curve, where using
a greater 𝑁 only introduces marginal changes in 𝜌 . Figure 7
shows the sensitivity of the clusters to the choice of 𝑓 𝑙𝑜𝑜𝑟 , 𝑁 ,
and 𝑠𝑝𝑎𝑛. Figure 7a shows the 𝜌 values for different 𝑓 𝑙𝑜𝑜𝑟 val-
ues at 𝑠𝑝𝑎𝑛 = 0.075. We observe that the 𝜌 values are lowest
for 𝑓 𝑙𝑜𝑜𝑟 = 50, indicating that the clusters are well-separated
and compact. Figure 7b shows thewithin and between-cluster
variance for 𝑠𝑝𝑎𝑛 = 0.075 and 𝑓 𝑙𝑜𝑜𝑟 = 50. We observe that
both the within and between-cluster variance change only
slightly beyond 𝑁 = 4, indicating that a greater 𝑁 would

only show insignificant differences in latency among clus-
ters. Figure 8a shows the resulting clusters for 𝑠𝑝𝑎𝑛 = 0.075,
𝑓 𝑙𝑜𝑜𝑟 = 50, and𝑁 = 4, while Figure 8b shows the distribution
of mean cell-level latency in these clusters. The dark blue
cluster (cluster-0) shows a multi-modal distribution, which
indicates that it contains hexagon cells with a wide range of
latencies. The red cluster (cluster-1) shows moderate latency
values, while the pink cluster (cluster-2) shows the highest
latency values. The sky-blue region towards the west (cluster-
3) has the fewest hexagon cells and shows a wider range of
interpolated latency means.
The above analysis highlights the key implications of our

clustering approach. Using a similar analysis, ISPs and reg-
ulators can make informed decisions about where to prior-
itize infrastructure investments. For example, regions with
high latencies, such as cluster-2, may benefit from targeted
interventions such as infrastructure upgrades or improved
connectivity. This targeted approach canhelp improve overall
network performance and provide more equitable access to
quality Internet across the city.

5.2.2 Visual Comparisons. We first evaluate whether the
boundaries obtained for different sampling approaches were
visually consistent. For our choice of sampling approaches,
we consider three combinations of sampling unit choices and
aggregation methods: (1) community area units with raw
measurement aggregates [33] (Community-Raw), (2) commu-
nity area units with interpolated measurement aggregates
(Community-Interpolated), and (3) hexagon cell units with
interpolatedmeasurement aggregates (Hex-Interpolated). For
theCommunity-InterpolatedandHex-Interpolatedapproaches,
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(a) Community-Raw (b) Community-Interpolated (c) Hex-Interpolated

Figure 9: Regionalizations of Chicago for three sampling approaches using the same number of clusters (𝑁 = 4).
Figure 9a shows community area clusters calculated using raw aggregates, Figure 9b shows the community area
boundaries after LOESS interpolation, and Figure 9c shows hexagon cell clusters after LOESS interpolation. The
choice of aggregationmethod and sampling unit can significantly affect resulting sampling boundaries, and hence
our conclusions about the spatial distribution of latency.

we use LOESS with a 𝑠𝑝𝑎𝑛 of 0.075 to interpolate at a regu-
lar grid spacing of 100 meters (Section 3). Since we perform
interpolation over the complete city, we do not observe any
invalid predictions for LOESS. This is because of the greater
abundance of data for local regression in comparison to in-
dividual hexagons. Before applying SKATER, we fixed the
number of clusters to 𝑁 = 4, and adjust 𝑓 𝑙𝑜𝑜𝑟 such that we
obtained the same set of clusters for each approach for all
𝑁 ≥ 4. This is done to ensure the reliability of our analy-
sis, as we want to make comparisons across the most con-
sistent clusterings for the three sampling approaches. We
use a 𝑓 𝑙𝑜𝑜𝑟 of 18 each for Community-Raw and Community-
Interpolated, and 50 for the Community-Interpolated and
Hex-Interpolated approaches. A higher floor value is chosen
for theHex-Interpolatedapproachtoaccount for the increased
number of cells compared to community areas.
Figure 9 shows the clusters obtained for the three sam-

pling approaches. We observe that the choice of aggregation
method and sampling unit significantly affects the resulting
boundaries. The transition from Figure 9a to Figure 9b shows
that applying interpolation to raw aggregates can result in a
fundamentally different perception of the underlying spatial
trends. For instance, the red cluster in Figure 9a extends up to
thenorthern boundary ofChicago,while in Figure 9b, it is con-
fined to the central region. We also notice fewer community
areas in this cluster in Figure 9b compared to Figure 9a. Fur-
ther, the transition from Figure 9b to Figure 9c shows that the
choice of sampling unit can also significantly affect the result-
ing boundaries. The northernmost blue cluster remains con-
sistent across the first two approaches, but it split into distinct
regions for the Hex-Interpolated approach. Hex-Interpolated
could thus capture fine-grained spatial differences that were
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Figure 10: A comparison of pairwise Jaccard similar-
ity between bootstrapped clusters for three different
boundary identification approaches. Boundaries con-
structed post interpolation showed highermedian Jac-
card similarity among bootstrapped clusters.

not apparent in the other two approaches. These visual differ-
ences highlight the need for a careful choice of sampling units
for regulatory purposes. Depending on the policy goals, one
might choose to use community areas for their convenience
towards local governance, or select a regular tessellation such
as hexagonal cells for their ability to capture fine-grained
spatial differences.

5.2.3 Stability Evaluation. We compare the similarity be-
tween the clusters obtained for the three approaches by em-
ploying the use of Bootstrap resampling technique. Bootstrap
resampling involves drawing a number of samples with re-
placement to estimate the distribution of a given statistic,
whose distribution is often unknown. In our use case, we are
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using this technique to simulate the perturbations across clus-
ters to estimate the distribution of a similarity metric. Contin-
uingwith our choice of𝑁 = 4,we draw100 bootstrap samples
for the three approaches. A total of 100 bootstraps yields 4950
distinct pairs of regionalizations for each baseline approach.
A total of 1000 samples is often considered adequate for most
practical use cases [14], so this sample size is reasonably large.
These bootstraps are drawn at the level of the sampling unit,
i.e., community areas for Community-Raw and Community-
Interpolated, and hexagon cells for Hex-Interpolated. In case
of the interpolation-based approaches, these bootstraps are
drawn from the interpolated grid points, while for the raw
aggregates, they are drawn directly from the preprocessed
dataset. Then, we apply SKATER to individual bootstraps and
compute the Jaccard similarity between each pair of samples.
The similarity scores are calculated between the assigned
clusters for each pair of bootstraps. As an example, consider
the calculation of Jaccard similarity for the 3𝑟𝑑 cluster for two
samples𝐴 and𝐵with𝑁 = 4. Now, consider the set of hexagon
cells that belong to the 3𝑟𝑑 cluster in sample𝐴 as𝐴3, and in
sample 𝐵 as 𝐵3. The Jaccard similarity between these two sets
is given by |𝐴3 ∩ 𝐵3 |/|𝐴3 ∪ 𝐵3 |. We repeat this process for all
pairs of samples and all clusters. The distribution of Jaccard
similarity scores for the three approaches is shown in Fig-
ure 10. We observe that Community-Interpolated shows the
highest median Jaccard similarity of 0.99, followed by 0.96 for
Hex-Interpolated, and 0.43 for Community-Raw. The higher
similarity of Community-Interpolated and Hex-Interpolated
indicates that post-interpolation aggregation of latencies at
finer spatial scales can lead to more reliable sampling bound-
aries. Another compelling evidence for the benefits of prior in-
terpolation is the large difference between the Jaccard scores
of Community-Interpolated and Community-Raw. We ob-
serve that for the same choice of sampling units, similarity be-
tween the resulting boundaries can be significantly improved
by spatially interpolating rawmeasurements. In addition to
reaffirming the importance of the choice of sampling unit and
aggregation method, our findings highlight the benefits of
prior spatial interpolation. This further implies that taking
into account the spatial distribution of measurements can
lead to more reliable sampling boundaries.

6 CONCLUSION& FUTUREWORK
This work presents a novel approach for discovering Internet
performance sampling boundaries within a city using crowd-
sourced latency measurements. The findings of this study
underscore the importance of spatial analysis in network
planning and the benefits of targeted infrastructure invest-
ments for equitable Internet access. Ourmethods treated each
point measurement individually for interpolation to aggre-
gate latency within hexagonal cells. Future research should

explore the use of novel metrics that allow for more accurate
representation of latency patterns. Further, our methods aim
to provide a nuanced spatial view of Internet performance
using a crowdsourceddataset. Future research should build on
this approach by incorporatingmore comprehensive data and
temporal analysis to improve our understanding of Internet
performance. Finally, our study considered the use of hexag-
onal tessellations as a tool for capturing spatial continuity.
Future research should explore the accuracy of tessellations
of varying shapes and sizes.
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